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Abstract—We address the synthesis of distributed control policies to enable a homogeneous team of mobile sensing agents to maintain a desired spatial distribution in a geophysical flow environment. Geophysical flows are natural large-scale fluidic environments such as oceans, eddies, jets, and rivers. In this work, we assume the agents have a “map” of the fluidic environment consisting of the locations of the Lagrangian coherent structures (LCS). LCS are time-dependent structures that divide the flow into dynamically distinct regions, and are time-dependent extensions of stable and unstable manifolds. Using this information, we design agent-level hybrid control policies that leverage the surrounding fluid dynamics and inherent environmental noise to enable the team to maintain a desired distribution in the workspace. We validate the proposed control strategy using flow fields given by: 1) an analytical time-varying wind-driven multi-gyre flow model, 2) actual flow data generated using our coherent structure experimental testbed, and 3) ocean data provided by the Navy Coastal Ocean Model (NCOM) database.

I. INTRODUCTION

We present a distributed control strategy for a team of autonomous underwater vehicles and/or mobile sensing agents to maintain a desired spatial distribution in a geophysical fluid environment. Geophysical fluid dynamics (GFD) is the study of natural fluid flows that span large physical scales, such as oceans, eddies, jets, and rivers. In recent years, we have seen increased use of autonomous underwater and surface vehicles (AUVs and ASVs) to better understand various processes such as plankton assemblages [1], temperature and salinity profiles [2], and the onset of harmful algae blooms [3] in GFD flows. While data collection strategies in these works are driven by the dynamics of the processes they study, most treat the surrounding fluid dynamics as an external disturbance. This is mostly due to our limited understanding of the complexities of ocean dynamics which makes devising robust and efficient deployment strategies for monitoring and sampling applications challenging.

Although geophysical flows are naturally stochastic and aperiodic, they do exhibit coherent structure. Coherent structures are of significant importance since knowledge of them enables the prediction and estimation of the underlying geophysical fluid dynamics. In realistic ocean flows, these time-dependent coherent structures, or Lagrangian coherent structures (LCS), are similar to separatrices that divide the flow into dynamically distinct regions, and are essentially extensions of stable and unstable manifolds to general time-dependent flows [4]. As such, they encode a great deal of global information about the dynamics of the fluidic environment. For two-dimensional (2D) flows, ridges of locally maximal finite-time Lyapunov exponent (FTLE) [5] values correspond, to a good approximation [6], to Lagrangian coherent structures. More interestingly, LCS have been shown to coincide with time and fuel optimal AUV trajectories in the ocean [7]. And while new studies have begun to consider the dynamics of the surrounding fluid in the development of robust and efficient navigation strategies [8], [9], they rely on raw historical ocean current data without employing knowledge of LCS boundaries.

The distribution of a team of mobile sensing agents in a fluidic environment can be formulated as a multi-task (MT), single-robot (SR), time-extended assignment (TA) problem [10]. However, existing allocation strategies do not address the challenges of operating in a fluidic environment where the environmental dynamics are tightly coupled with both the vehicle’s dynamics and its ability to communicate underwater. A major drawback to operating sensors in time-dependent and stochastic environments like the ocean is that the sensors will escape from their monitoring region of interest with some finite probability. Since LCS are inherently unstable and denote regions of the flow where escape events occur with higher probability [11], it makes sense to leverage knowledge of LCS locations when devising control strategies to maintain sensors in monitoring regions of interest.

In this paper, we build on our existing work [12] and present a distributed control strategy for ensembles of AUVs and general mobile sensing agents to maintain a desired spatial distribution given an appropriate “map” of the fluidic environment. Since LCS delineate dynamically distinct regions in the flow field, a “map” of the environment can consist of locations of LCS boundaries in the workspace. We employ an LCS-based tessellation of the workspace to devise agent-level control policies that enable individual agents to operate in a complex flow field. The result is a set of agent-level hybrid control policies where individual agents leverage the surrounding fluid dynamics and inherent environmental noise to efficiently navigate from one dynamically distinct region to another. We validate the proposed strategy in simulation using flow fields given by an analytical model, actual flow data obtained using our coherent structure experimental...
testbed, and ocean data provided by the Navy Coastal Ocean Model (NCOM) database.

The novelty of our approach lies in the use of nonlinear dynamical systems tools and recent results in LCS theory [6], [13] to synthesize distributed control policies that enable mobile sensing agents to maintain a desired distribution in a fluidic environment. The paper is structured as follows: We formulate the problem and outline key assumptions in Section II. The development of the distributed control strategy is presented in Section III, and Section IV contains our results. We conclude with a discussion of our results and directions for future work in Sections V.

II. PROBLEM FORMULATION

Consider the deployment of $N$ mobile sensing resources (AUVs/ASVs) to monitor $M$ regions in the ocean. The objective is to synthesize agent-level control policies that will enable the team to autonomously maintain a desired distribution across the $M$ regions in a dynamic and noisy fluidic environment. We assume the following kinematic model for each agent:

$$\dot{q}_k = u_k + v^f_{q_k}, \quad k \in \{1, \ldots, n\},$$

where $q_k = [x_k, y_k, z_k]^T$ denotes the vehicle’s position, $u_k$ denotes the $3 \times 1$ control input vector, and $v^f_{q_k}$ denotes the fluid velocity measured by the $k$th vehicle. In this work, we limit our discussion to 2D planar flows and motions and thus assume $z_k$ is constant for all $k$. As such, $v^f_{q_k}$ is a sample of a 2D planar vector/flow field at $q_k$ denoted by

$$v^f_{q_k} = F(q_k)$$

where the $z$-component of $F(q_k)$ equals zero, i.e., $F_z = 0$, for all $q$.

Let $\mathcal{W}$ denote an obstacle-free workspace with flow dynamics given by (2). We assume a tessellation of $\mathcal{W}$ such that the boundaries of each cell roughly correspond to stable/unstable manifolds or LCS curves quantified by maximum FTLE ridges as shown in Fig. 1. In this work, we assume the decomposition of $\mathcal{W}$ is given and do not address the problem of automatic tessellation of the workspace to achieve a decomposition where cell boundaries correspond to LCS curves.

A tessellation of the workspace along boundaries characterized by maximum FTLE ridges makes sense since they separate regions within the flow field that exhibit distinct dynamic behaviors and denote regions in the flow field where escape events are more likely [11]. In the time-independent case, these boundaries correspond to stable and unstable manifolds of saddle points in the system. The manifolds can also be characterized by maximum FTLE ridges where the FTLE is computed based on a backward (attracting structures) or forward (repelling structures) integration in time. Since the manifolds demarcate the basin boundaries separating the distinct dynamical regions, these are also regions where uncertainty with respect to velocity vectors are high. Therefore, switching between regions in a neighborhood of the manifold is influenced both by deterministic uncertainty as well as stochasticity due to external noise.

While it may be unreasonable to expect resource-constrained autonomous vehicles to be able to determine the LCS locations in real-time, it is possible to compute the LCS boundary locations using historical and ocean model data obtained $a$ priori. This is analogous to providing any autonomous ground or aerial vehicles with a map of the environment. In a fluidic setting, the “map” is constructed by locating the maximum FTLE ridges based on historical data and tracking these boundaries, potentially in real-time, using a strategy similar to [13].

Given an FTLE-based cell decomposition of $\mathcal{W}$, let $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ denote an undirected graph whose vertices $\mathcal{V} = \{V_1, \ldots, V_M\}$ represent the set of FTLE-derived cells in $\mathcal{W}$. An edge $e_{ij}$ exists in $\mathcal{E}$ if cells $V_i$ and $V_j$ share a physical boundary. In other words, $\mathcal{G}$ serves as a roadmap for $\mathcal{W}$. For the case shown in Fig. 2(a), adjacency of an interior cell is defined based on four neighborhoods. Let $N_i$ denote the number of mobile sensing agents within $V_i$. The objective is to synthesize agent-level control policies, or $u_k$, to achieve and maintain a desired distribution of the $N$ agents across the $M$ regions, denoted by $\bar{N} = [\bar{N}_1, \ldots, \bar{N}_M]^T$, in an environment whose dynamics are given by (2).

We assume that the agents are given a map of the environment, $\mathcal{G}$, and $\bar{N}$. Since the tessellation of $\mathcal{W}$ is given, the LCS locations corresponding to the boundaries of each $V_i$ are also

---

1The tessellations shown in Fig. 1 were obtained manually.
known \textit{a priori}. Additionally, we assume agents co-located within the same \( V_i \) have the ability to communicate with each other. While underwater communication is generally lossy, limiting inter-agent communication to within the same \( V_i \) makes sense since coherent structures act as transport barriers and can hamper underwater acoustic wave propagation across difference cells [14]. Finally, we assume individual agents have the ability to localize within the workspace. These assumptions are necessary for the development of a prioritization scheme within each \( V_i \) based on an individual agent’s escape likelihood. The prioritization scheme will allow the agents to minimize the control effort expenditure as they move within the set \( \mathcal{V} \). We describe the methodology in the following section.

III. METHODOLOGY

We propose to leverage the environmental dynamics and the inherent environmental noise to synthesize energy-efficient control policies for a team of mobile sensing resources to maintain the desired allocation in \( \mathcal{V} \) at all times.

A. Controller Synthesis

Consider a team of \( N \) mobile agents initially distributed across \( M \) gyres/cells. Since the objective is to achieve a desired allocation of \( \tilde{N} \) at all times, the proposed strategy will consist of two phases: an assignment phase to determine which agents in \( V_i \) should be tasked to leave/stay and an actuation phase where the mobile agents execute the appropriate leave/stay motions.

1) Assignment Phase: The purpose of the assignment phase is to determine whether \( N_i(t) \) \( \neq \tilde{N}_i \) and to assign the appropriate actuation strategy for each agent within \( V_i \). Let \( Q_i \) denote an ordered set whose elements provide agent identities that are arranged from highest escape likelihoods to lowest escape likelihoods from \( V_i \).

Given \( \mathcal{W} \), consider the examples shown in Fig. 2(a). When (2) is time-invariant, the boundaries between each \( V_i \) are given by the stable and unstable manifolds of the saddle points within \( \mathcal{W} \). While a stable attractor may exist in each \( V_i \), the presence of noise means that agents originating in \( V_i \) have a non-zero probability of landing in a neighboring gyre \( V_j \) where \( e_{ij} \in \mathcal{E} \). In this work, we assume that the agents experience the same escape likelihoods in each gyre/cell and assume that \( P_i(\bar{\omega}_{k, l+1} | \bar{\omega}_{k, l}) \), the probability that a mobile sensor/agent escapes from region \( i \) at current time \( t \) to an adjacent region at future time \( t + 1 \), can be estimated based on the agent’s proximity to a cell boundary with some assumption of the environmental noise profile [11]. As such, we employ a first order approximation and assume a geometric measure whereby the escape likelihood of any particle within \( V_i \) increases as it approaches the boundary of \( V_i \), denoted as \( \partial V_i \) [11].

Let \( d(q_k, \partial V_i) \) denote the distance between agent \( k \) located in \( V_i \) and the boundary of \( V_i \). We define the set \( Q_i = \{ q_k, \ldots, q_{N_i} \} \) such that \( d(q_{k_1}, \partial V_i) \leq d(q_{k_2}, \partial V_i) \leq \ldots \leq d(q_{k_{N_i}}, \partial V_i) \). The set \( Q_i \) provides the prioritization scheme for tasking agents within \( V_i \) to leave if \( N_i(t) \) \( \neq \tilde{N}_i \). This strategy assumes that agents with higher escape likelihoods are more likely to be “pushed” out of \( V_i \) by the environment dynamics and will not have to exert as much control effort when moving to another cell, minimizing the overall control effort required by the team.

In general, a simple auction scheme [15] or a distributed consensus protocol similar to [16] can be used to determine \( Q_i \) in a distributed fashion by the agents in \( V_i \). If \( N_i(t) > \tilde{N}_i \), then the first \( N_i - \tilde{N}_i \) elements of \( Q_i \), denoted by \( Q_{iL} \subset Q_i \), are tasked to leave \( V_i \). The number of agents in \( V_i \) can be established in a distributed manner in a similar fashion. If \( N_i(t) < \tilde{N}_i \), then all agents are tasked to stay. The assignment phase is executed periodically at some frequency \( 1/T_a \) where \( T_a \) is chosen to be greater than the relaxation time of the AUV/ASV dynamics.

2) Actuation Phase: For the actuation phase, individual agents execute their assigned controllers depending on whether they were tasked to stay or leave during the assignment phase. As such, the individual agent control strategy is a hybrid control policy consisting of three discrete states: a leave state, \( U_{L} \), a stay state, \( U_{S} \), which is further distinguished into \( U_{S_L} \) and \( U_{S_P} \). Agents who are tasked to leave will execute \( U_{L} \) until they have left \( V_i \) or until they have been once again tasked to stay. Agents who are tasked to stay will execute \( U_{S_P} \) if \( d(q_k, \partial V_i) > d_{\text{min}} \) and \( U_{S_L} \) otherwise. In other words, if an agent’s distance to the cell boundary is below some minimum threshold distance \( d_{\text{min}} \), then the agent will actuate and move itself away from \( \partial V_i \). If an agent’s distance to \( \partial V_i \) is above \( d_{\text{min}} \), then the agent will execute no control actions. Agents will execute \( U_{S_L} \) until they have reached a state where \( d(q_k, \partial V_i) > d_{\text{min}} \) or until they are tasked to leave at a later assignment round. Similarly, agents will execute \( U_{S_P} \) until either \( d(q_k, \partial V_i) \leq d_{\text{min}} \) or they are tasked to leave. The hybrid agent control policy is given by

\[
U_{L}(q_k) = \omega_k \times c \frac{F(q_k)}{||F(q_k)||}, \quad (3a)
\]

\[
U_{S_L}(q_k) = -\omega_k \times c \frac{F(q_k)}{||F(q_k)||}, \quad (3b)
\]

\[
U_{S_P}(q_k) = 0. \quad (3c)
\]

Here, \( \omega_k = [0, 0, 1]^T \) denotes counterclockwise rotation with respect to the centroid of \( V_i \), with clockwise rotation being denoted by the negative, and \( c \) is a constant that sets the linear speeds of the mobile sensing agent. The hybrid control policy generates a control input perpendicular to the fluid velocity measured by agent \( k \) and pushes the agent towards \( \partial V_i \) if \( U_{L} \) is selected, away from \( \partial V_i \) if \( U_{S_L} \) is selected, or results in no control input if \( U_{S_P} \) is selected. The hybrid control policy is summarized in Algorithm 1 and Fig. 3.

In general, the assignment phase is executed at a frequency of \( 1/T_a \) which means agents switch between controller states at a frequency of \( 1/T_a \). To further reduce actuation efforts exerted by each agent, it is possible to limit an agent’s actuation time to a period of time \( T_a \). Such a scheme may prolong the amount of time required for the team to achieve the desired allocation, but may result in significant energy-efficiency gains.
We make note of two important observations. First, while the agent-level control policies are devised using a priori knowledge of manifold/coherent structure locations in $\mathcal{W}$, the single agent controller only requires information obtained using its onboard sensors and through local communication with neighboring mobile sensors. Second, the distributed control strategy given by Algorithm 1 and (3) is essentially a hybrid stochastic control policy given the dynamic and stochastic nature of the fluidic environment. From this observation, the “closed-loop” ensemble dynamics for the team can be modeled and analyzed as a polynomial stochastic hybrid system (pSHS) [17]. Using the pSHS framework, one can show that the ensemble dynamics is in fact stable [12]. In this paper, our focus is to validate the proposed control strategy in realistic environments. As such, we refer the interested reader to [18] for a more in-depth discussion on the theoretical analysis of the stability of the system.

IV. SIMULATION RESULTS

We illustrate the strategy described by Algorithm (1), Eq. (3), and Fig. 3 with simulation results using an analytical time-varying flow model, actual flow data provided by our coherent structure experimental testbed, and actual ocean data obtained from the Navy Coastal Ocean Model (NCOM) database. To ensure that the total number of agents remain constant, we assume $\mathcal{W}^C$ is an additional monitoring region where $\mathcal{W}^C$ denotes the complement of the workspace. As such, our workspace consists of $M + 1$ monitoring regions. We compare the steady-state distribution of agent population in the workspace with and without the proposed control strategy. We also compare the convergence rate of the team for different flow field time scales and controller parameters by tracking the total population root mean squared error (RMSE) for $\{V_1, \ldots, V_M\}$ in $\mathcal{W}$ over time given by

$$RMSE(t) = \sqrt{\frac{1}{M} \sum_{i=1}^{M} (N_i(t) - \bar{N}_i)^2}.$$  

A. Time-Varying Multi-Gyre Model

Since realistic quasi-geostrophic ocean models exhibit multi-gyre flow solutions, we assume $F(q)$ is given by the 2D wind-driven multi-gyre flow model

$$\begin{align*}
\dot{x} &= -\pi A \sin(\pi f(x,t) + \eta_1(t)), \\
\dot{y} &= \pi A \cos(\pi f(x,t) + \eta_1(t)) \sin(\pi \frac{y}{s}) - \mu y + \eta_2(t), \\
\dot{z} &= 0, \\
\dot{f}(x,t) &= x + \varepsilon \sin(\pi \frac{x}{2s}) \sin(\omega t + \psi).
\end{align*}$$

When $\varepsilon = 0$, the multi-gyre flow is time-independent, while for $\varepsilon \neq 0$, the gyres undergo a periodic expansion and contraction in the $x$ direction. In (4), $A$ approximately determines the amplitude of the velocity vectors, $\omega/2\pi$ gives the oscillation frequency, $\varepsilon$ determines the amplitude of the left-right motion of the separatrix between the gyres, $\psi$ is the phase, $\mu$ determines the dissipation, $s$ scales the dimensions of the workspace, and $\eta_i(t)$ describes a stochastic white noise with mean zero and standard deviation $\sigma = \sqrt{2I}$, for noise intensity $I$. Fig. 1 shows the time-dependent vector field of a two-gyre system and the corresponding FTLE curves.

In our simulations, we assume $\mathcal{W}$ consists of a $4 \times 4$ grid of gyres such that each $V_i \in \mathcal{W}$ corresponds to a gyre as shown in Fig. 2(a). The boundaries of each $V_i$ is given by the FTLE ridges computed using the time-invariant flow field that is obtained by setting $\varepsilon = 0$. We consider time-varying flow fields given by (4) with $A = 0.5$, $s = 20$, $\mu = 0.005$, $I = 35$, $\psi = 0$ for different values of $\omega$ and $\varepsilon$ with $N = 50$ and $T_n = 10$. The agents are initially randomly distributed across the $M$ gyres and simulations were performed to reach steady-state. The desired allocation across the grid of $4 \times 4$ gyres is shown in Fig. 2(b).

The final population distribution of the team with and without controls is shown in Fig. 4. The final population RMSE for different values of $\omega$ and $\varepsilon$ with $T_n = 0.8T_n$ and $d_{\text{min}} = 4$ is shown in Fig. 5(a). The RMSE values were obtained by averaging over 10 runs for each $\omega$ and $\varepsilon$ pair. Fig. 5(b) shows the population RMSE over time for different values of $\omega$ and $\varepsilon$.

To evaluate the energy efficiency of our proposed strategy, we consider the average control effort exerted in a single assignment phase and the average cumulative control effort over time exerted by a single agent. We compare our distributed control strategy with a baseline deterministic strategy.
where the desired allocation is pre-computed and individual agents follow fixed trajectories when navigating from one gyre to another. In the baseline case, robots travel in straight lines at fixed speeds using a simple PID trajectory follower. The trajectories are optimal since they were determined using an A* planner but do not take the fluid dynamics into account. The mean effort per agent and the total effort per agent for different values of $T_c$ are shown in Fig. 6. From Figs. 5 and 6, we note that the proposed distributed control strategy has the ability to achieve the desired allocation while providing significant savings in control effort output.

### B. Experimental Flow Data

In this section, we use our $0.6m \times 0.6m \times 0.3m$ coherent structure experimental flow tank to create a time-invariant multi-gyre flow field. Our experimental tank is equipped with a grid of 4x3 set of driving cylinders each capable of producing gyre-like flows [19]. Particle image velocimetry (PIV) was used to extract the surface flows at 7.5 Hz resulting in a 39x39 grid of velocity measurements. The data was collected for a total of 60 sec. Fig. 7 shows the top view of our experimental testbed and the resulting flow field obtained via PIV. Using this data, we simulated a team of 500 agents executing the control strategy given by Algorithm (1) and (3).

To determine the appropriate tessellation of the workspace, we averaged the positions of the LCS ridges obtained for each frame of the velocity field over time. This resulted in the discretization of the workspace into a grid of 4x3 cells. Each cell corresponds to a single gyre as shown in Fig. 8(a). The agents were initially uniformly distributed across the two center cells and all 500 agents were tasked to stay within the cell in column 2 of row 2 in Fig. 8(a). The final population distributions achieved by the team without and with control are shown in Figs. 8(b) and 8(c) respectively. The control strategy was applied assuming $T_c/T_a = 0.8$. The final RMSE for different values of $c$ in (3) and $T_a$ is shown in Fig. 9(a) and RMSE over time for different values of $c$ and $T_a$ are shown in Fig. 9(b).

### C. Ocean Data

To evaluate the feasibility of our strategy in realistic ocean flows, we obtained Navy Coastal Ocean Model (NCOM) data for a region off the coast of Santa Barbara, CA [20]. The region roughly extends from $-119.3^\circ$ to $-120.8^\circ$ longitude and $34.6^\circ$ to $33.7^\circ$ latitude. The data spanned a total of two months starting on May 15, 2012 at 12:00 PST and ending on July 15, 2012 at 20:00 PST. The data provides surface current velocities at 1 hour intervals. In some areas, the velocities reported are as little as $0.2 - 0.5$ m apart, while in other areas the velocity measurements are as far as $1.7 - 2.2$ km apart. Using this data set, we first determined the location of the LCS boundaries shown in Fig. 10. The region was then tessellated into a 3 x 3 grid also shown in Fig. 10.

A team of 500 mobile sensing agents were initially distributed across the left center and center cells as shown in Fig. 10(a), i.e., row 2 of columns 1 and 2. Using the surface
V. CONCLUSIONS AND FUTURE OUTLOOK

In this work, we presented the development of a distributed hybrid control strategy for a team of mobile sensing agents to maintain a desired spatial distribution in a stochastic geophysical fluid environment. We assumed agents have a map of the workspace which in the fluid setting is akin to having some estimate of the global fluid dynamics. This was achieved by determining the locations of the material lines within the flow field that separate regions with distinct dynamics. Using this knowledge, we leverage the surrounding fluid dynamics and inherent environmental noise to synthesize energy efficient control strategies to achieve a distributed allocation of the team to specific regions in the workspace.

In time-varying, periodic flows we showed that our proposed control strategy is able to achieve the desired final allocation even when \( T_c < T_a \). Furthermore, the proposed control strategy performs quite well for a range of \( \omega \) and \( \varepsilon \). The results obtained using the experimental flow field show that the proposed control strategy has the potential to be effective in realistic flows. It should be noted that no laboratory experiment can completely capture realistic ocean dynamics. In fact, even state of the art numerical ocean and climate models are extremely far from resolving small scale behavior. However, our experimental testbed does allow us to study transport behavior using flow fields that are dynamically realistic compared to actual ocean flows in that the experimentally generated flows are intrinsically three-dimensional, variable, and even turbulent to some extent.

The results obtained using the actual ocean flow data show significant promise. First, the proposed control strategy enables the team to achieve the desired final distribution as seen in the differences between Figs. 11(a) and 11(b). The proposed controller allows almost all the agents to arrive and stay within the left center cell. It is important to note that while the proposed strategy enables individual agents to stay within given cells in the workspace, it does not address the problem of maintaining specific formations and/or sensor coverage within each cell which are directions for future work. As such, the clustering in the cell located in row 2 of column 1 shown in Fig. 10(d) is predominantly a result of limited data, i.e., the boundary of the available data. Lastly, while these preliminary results are promising, the strategy assumes cell boundaries are fixed in time. As such, in time-varying environments, there can be significant discrepancies in the final population distribution depending on how well the controller gains and assignment frequency is matched to the time scales of the environmental dynamics. This can be seen in Fig. 12(a) where different case scenarios show that at least 25% of the agents are in the incorrect cell regions. This is an area for future investigation.
Fig. 10. Positions of agents at (a) $t = 0$, (b) $t = 9.2$, (c) $t = 18.3$, and (d) $t = 296.8$, where the unit of time is hours. The desired pattern is for the agents to end in the left center cell, i.e., column 1 in row 2.

Fig. 12. (a) Final RMSE for different values of $c$ in (3) and $T_o$ using the ocean flow field. $T_c/T_o = 0.8$ is kept constant throughout. (b) RMSE over time for select $c$ and $T_o$ parameters on an ocean flow field. The duty cycle $T_c/T_o = 0.8$ is kept constant throughout.

More interesting is that our initial results show that using such a strategy can yield similar performance as deterministic approaches that do not explicitly account for the impact of the fluid dynamics while significantly reducing the control effort required by the team. For future work we are interested in evaluating our distributed allocation strategy using ocean flow data sets that cover larger geographic regions. Furthermore, we are interested in extending our allocation strategy to account for the dynamics of the LCS boundaries and data-derived noise models. We are in the process of developing a large scale indoor flow tank to enable preliminary experimental validation of our strategy in a controlled laboratory setting. Finally, we are interested in analyzing the energy efficiency of our proposed strategy compared to existing approaches. Since our strategy accounts for the surrounding fluid dynamics, it is possible that the resulting strategy can be more energy efficient since the mobile sensors are only actuating when their likelihoods of escape are high. This is a direction of great interest for us for future investigation.
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